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Abstract: The use of artificial intelligence (AI) in educational processes is transforming 

not only the dynamics of the workforce and responsibility of companies but also the moral. 

Here, we discuss these implications and connect them to Sustainable Development Goals 

(SDGs) 8.5, 8.6, and 9.1. AI increases efficiency and personalization in educational 

environments but also poses threats such as job redundancy and ethical dilemmas within 

academic and professional arenas. Economists are unclear on its cost-impacting effects on 

labor availability, but state that its quick integration may also mean its role in displacing 

jobs, thus risking SDG 8.5 to promote full and productive employment and decent work for 

all. This growing demand for AI-enabled skills drives a crucial demand for workforce 

adaptability. Notably, SDG 8.6 emphasizes the risks posed to young people seeking 

employment and training opportunities, with many young people being left behind, unable 

to access new opportunities in the AI sector. Policy implications: It is necessary to have 

targeted policies to address these risks that promote upskilling, which will reduce the rate 

of young people not in education, employment, or training (NEET). In addition, the reliance 

on resilient digital infrastructures for integrating AI in educational activities is a call 

towards SDG 9.1」. Access to AI-driven tools must be equitable to avoid socio-economic 

divides and ensure the equitable growth of academic and industrial ecosystems. This study 

highlights the need to regulate and ethically govern technological progress in order to 

ensure that it is balanced with social responsibility. Through strategic alignment with AI-

driven change and sustainable employment approaches, stakeholders might be able to 

counteract adverse effects and maximise the potential of AI for educational and workforce 

transformation in the longer term. 

Keywords: Artificial Intelligence (AI), Consumer Perceptions, Corporate Accountability, 

AI in Commerce, Employment Impact. 

1.  Introduction 

As the use of artificial intelligence (AI) in the context of educational 

activities becomes more widespread, it leads to major shifts in workforce 

preparedness and corporate accountability. As a transformative force augmenting 

academia and industry, AI shows promise in enhancing personalized learning, 

streamlining admin work, and aid innovation in research. Yet, the rise of this 

mailto:ianccristian.g@gmail.com
mailto:laurentiu.dinca@stud.ase.ro
mailto:ghineaalexandra20@stud.ase.ro


244 Proceedings of the International Conference on Virtual Learning 

 

technology poses significant challenges regarding job security, skill retraining, and 

ethical implications. 

AI’s contributions to jobs has been a critical question, especially with 

respect to SDG 8.5, which aims for full and productive employment with equal 

pay. Automation can replace traditional functions but also creates positions that 

require specific competencies related to AI (Georgieff & Hyee, 2022). If left 

unaddressed, disruptions to labor markets have potential to exacerbate socio-

economic disparities and erode pathways to inclusive workforce development 

(Meltzer, 2023). 

Youth employment and training, vital to SDG 8.6, is equally caressed by 

uncertainty amid AI-powered transformations. There are many young 

professionals missing out on new opportunities because of lags in education 

(including AI-related education) and vocational training. With policies focusing on 

adaptability, continuous learning, and targeted upskilling to create sustainable 

career pathways (Rawashdeh, 2023). 

Moreover, Artificial Intelligence in the field of education requires 

infrastructures, which support the SDG 9.1. (2023) But that's an inappropriate goal 

for unbiased and open access to AI-powered learning tools and digital platforms 

and preventing disparity in opportunities (educational and professional) in terms of 

access to information. Regulatory structures and ethical frameworks are crucial in 

moderating the benefits and societal impacts of AI. 

This paper addresses these concerns while calling for strategic interventions 

that better align AI development with ethical workforce policies. Working towards 

responsible deployment of AI in education is crucial in addressing quality jobs, 

industry growth and jobs for the future. 

2. Problem statement 

The emergence of artificial intelligence (AI) in learning processes is 

gradually restructuring workforce relations, posing serious questions regarding 

workers’ job security, ethical responsibility, and the necessity of regulatory 

frameworks. Several critical factors underscore the predicaments involved in AI-

Powered change within educational and professional training fields: 

Job Elimination: AI-driven technologies could replace traditional substitute 

employment paths, making upskilling imperative in order for their teachers and 

participants to prepare for blended learning spaces (Nexford University, 2024). 

Bias and Fairness: AI systems propose the risk of entrenching existing 

biases within educational assessments and career placement algorithms, 

emphasizing the need for periodic audits and proactive strategies to counteract bias 

and achieve equity (Resource Employment Solutions, 2024; AI Time Journal, 2024). 
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Data Privacy: AI’s need for data on students and employees in order to 

learn and adapt generates privacy concerns. Governance and encryption protocols 

need to be strong to protect sensitive information (AI Time Journal, 2024). 

Transparency and Accountability: There should be clear ethical guidelines 

around all AI decision-making in education, especially regarding accountability in 

automated grading, admissions, and career recommendation systems (Resource 

Employment Solutions, 2024). Strong  Regulator Frameworks Inequity between AI 

policy frameworks from different regions of the world puts pressure on countries 

of the Global South to adopt similar standards that are often detrimental to their 

own economy and educational standards (Harvard Gazette, 2023; Nexford 

University, 2024). 

As AI-driven educational transformation unfolds, it is crucial to recognize 

that universities have long served as both citadels of science and cathedrals of 

conscience, fostering sustainable knowledge creation well before contemporary 

sustainability concerns arose (Jora et al, 2020). This perspective aligns with the 

growing need for academic institutions to maintain ethical stewardship in AI 

governance and workforce preparation. 

Equitable Access to AI Tools: Although AI can expand academic and 

professional opportunities, small institutions and marginalized groups may find it 

difficult to access the tools necessary for success, limiting future potential (Harvard 

Gazette, 2023). 

The reconciliation between corporate profitability and ethical responsibility 

is a pivotal challenge in AI adoption, particularly in education and workforce 

transformation. As Jora et al. (2020) argue in “«Mens Sana in Sound 

Corporations»: A Principled Reconciliation between Profitability and 

Responsibility, with a Focus on Environmental Issues”, sustainable corporate 

governance should not be seen as a constraint but rather as an integral component 

of long-term organizational success, ensuring that AI deployment aligns with both 

economic and social well-being. This perspective underscores the necessity of 

ethical AI frameworks to bridge the gap between innovation and equitable 

workforce development. 

3. Research questions 

RQ1: Ethical frameworks--developing them, enforcing them, and ensuring 

fairness in employment transitions in the face of potential large scale job 

displacement by AI, particularly when it comes to educational and professional 

training environments.  

RQ2: How do we promote inclusivity and fairness when trying to 

incorporate AI learning tools in our education institutions and also reduce biases in 

automated grading, admissions, and career placements? 
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4. Research methods 

Through a questionnaire we have developed, the aim is to provide 

quantitative research output which provides a relevant perspective for this study. It 

is titled "The Future of the Workforce and Corporate Responsibility in AI 

Enhanced Education Activities" and is based on the answers of 50 respondents to 6 

central questions, on the topic of our study. We asked young students or people 

already present on the labor market, in order to better observe and understand their 

perception of artificial intelligence. 

The survey provides a data collection tool that allows researchers to analyze 

the perceptions, concerns and expectations of different stakeholders regarding the 

transformations brought by artificial intelligence in education and the labor market. 

In an era in which AI is redefining education and employability, companies 

and academic institutions need to adapt their strategies to ensure both the adequate 

preparation of future employees and the maintenance of ethical practices.  

The survey explores the impact of AI across multiple dimensions, 

highlighting its influence on the evolving job market and education system. It 

examines how AI is reshaping skill requirements, emphasizing the need for 

educational adaptation to meet new labor demands. At the same time, it assesses 

the responsibility of companies in supporting employees and ensuring the ethical 

and sustainable integration of AI in the workplace. Furthermore, it delves into the 

perspectives of both employees and employers, analyzing their views on how AI 

affects education and the future of work. Finally, the study addresses the ethical 

challenges posed by AI and underscores the necessity of clear regulations to guide 

its use in education. 

This survey plays a crucial role in providing a solid empirical foundation for 

the study, offering valuable insights into how AI technology influences education 

and employability. The data collected serves as a basis for understanding real-

world trends and challenges, enabling informed decision-making. Moreover, the 

results offer strategic guidance for companies and institutions, helping shape 

corporate policies on employee training and social responsibility. Additionally, the 

findings contribute to the development of regulatory frameworks by informing 

educational and industrial policies that align with the demands of the digital era. In 

conclusion, this questionnaire stands as a fundamental pillar of scientific research, 

fostering a comprehensive understanding of the relationship between AI, 

education, and the labor market while providing clear directions for the sustainable 

and responsible integration of emerging technologies. 

4. Findings  

For properly assessing the RQ1, a contingency table was employed in 

order to explore the relationship between the current academic status of the 

respondents and their perspective regarding the importance of using AI techniques 
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for reducing inequalities in the labor market. Having this in mind, the Chi-squared 

test has shown a significant relationship between the two variables, with a score of 

Chi-squared statistic = 30.8, while the p-value = 0.002 indicates that the students’ 

participation in higher education layer increases the motivation of using AI in the 

future for a society driven by equitable chances in the workforce. 

Related Survey Questions: 

To what extent do you think AI is influencing education and vocational 

training? 

To what extent do you think AI will replace certain jobs in the next 10 years? 

 

Transparency in AI decision-making necessitates legal frameworks that 

demand responsibility, in order to ensure, for instace,. fairness in AI-driven job 

displacement. Governments need toset up regulations to ensure worker rights, 

ethical AI implementation. (Deloitte Insights, 2024) 

To offer such training for roles AI cannot replace, companies have a key 

role in reskilling and upskilling displaced workers (Scott Dylan, 2024). Regular 

bias audits and fairness monitoring should be implemented to prevent 

discriminatory hiring and firing practices (MathAware, 2024). 

Implementing ethical AI methods will require collaboration between 

employees, policymakers, and AI developers (Stanford Graduate School of 

Business, 2024). Also, AI must be built to complement, not supplant workforce 

roles, protecting economic viability and fairness in employment. 

 

For RQ2, we considered relevant to address the following survey 

questions: 

1. To what extent do you think AI is influencing education and vocational 

training? 

2. Do you think employers are prepared to responsibly integrate AI to 

support the workforce? 

To continue, we decided to plot a comparison of responses based on gender 

to better understand how perceptions differ regarding AI’s influence on education 

and employer preparedness for AI integration. 

While the first graph illustrates how males and females perceive AI’s role in 

education and vocational training, the second one allows us a direct comparison of 

their views on whether employers are ready to integrate AI technologies, or not in 

their activities. Such visualizations come in hand to highlight patterns and 

differences in opinions, providing a valuable insight into the overall perception 

towards AI adoption. 



248 Proceedings of the International Conference on Virtual Learning 

 

 

Figure 1. Perceptions of AI Integration in Education and Workforce by Gender 

Made by authors. Sources: Deloitte Insights (2024), OECD (2023), World Economic 

Forum (2024), IBM (2024). 

The clustered bar graph reveals that slightly more females perceive AI in 

education and vocational training as beneficial. However, the overall sentiment is 

positive across both groups, as responses tend to cluster around higher ratings. This 

suggests that AI is generally seen as an asset in these domains. 

Moving along, the right-hand chart offers a side-by-side comparison of 

responses by gender regarding employer preparedness for AI integration. 

Interestingly, the most frequent response among females is equal to 2, indicating a 

notable level of skepticism about whether employers are ready to adopt emerging 

AI technologies. In contrast, male responses were more evenly distributed, 

suggesting a broader range of perspectives on the topic. 

From this comparison, we can conclude that the perceived readiness of 

employers to integrate AI remains an open subject to be further explored. While 

some respondents acknowledge progress, especially, females express a level of 

doubt about whether organizations are sufficiently prepared. Additionally, males 

show a more diverse range of opinions, which could indicate varying levels of 

awareness or experience with AI implementation in the workplace. Given these 

differences, a deeper statistical analysis may be necessary to explore underlying 

factors influencing these perceptions. 

Thus, with respect to AI deployment, corporate accountability should be in 

tandem with ethical AI adoption, where bringing fairness in employment ethos and 

workforce representation are imperative. Finally, AI integration in fields of 

education and employment needs to be guided by structured policies around 

human-centric job creation and continuous workforce development (Budhwar et 

al., 2023). This requires companies growing their own AI policies to be 

transparent, from explainable AI system best practices to ethical hiring guidelines, 

while investing in worker upskilling to boost productivity rather than just replace 

jobs through automation (Scott Dylan, 2024). Corporate ethical practices should 

also fall under the purview of regulatory frameworks that govern the responsible 

integration of AI, responsible decision-making, hiring and workplace practices. 
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This is especially important in generated educational activity, in which equal 

access to AI-powered learning tools is critical to prepare for work and socio-

economic stability. Deloitte Insights (2024) suggest organizations to place 

emphasis on fairness audits and transparency measures into place to mitigate bias 

employment outcome, as AI strategies touch upon SDG 8 (decent work) and SDG 

9 (industry innovation). We must bring about industry-wide ethical AI governance 

standards that ensures that AI is an enabler of workforce skills development, not 

just a driver of job displacement. 

Regulatory frameworks also need to hold corporations accountable for 

responsible incorporation of AI, including ensuring that decision making, 

employment practices and workplace habits are mindful of AI and adhere to ethical 

guidelines. 

Research Question: 

I. How can global regulatory measures align to set ethical and 

employment-grade standards for AI-embedded educational engagements, thereby 

providing equitable access to AI-enabled learning resources and workforce 

preparation that minimize hindrances due to uneven access? 

Related Survey Questions: 

How important do you think it is for organizations to apply ethical standards 

in the use of AI? 

Do you think the use of AI in education contributes to increasing 

employment opportunities?  

Businesses are tasked against AI-generated efficiency with fairness. 

Companies must embed into their organisational AI strategy, SDG 8 (decent 

work) and SDG 9 (industry innovation).) This calls for regulatory oversight, 

corporate accountability, and a fair adoption of AI in employment and 

education (Deloitte Insights, 2024). AI integration must stress skills enhancement 

over displacement, connective economic growth to sustain trust, transparency 

measures in the form of explainable AI models and fairness audits should be 

implemented by companies to avoid biases in employment outcomes (Scott 

Dylan, 2024). 

Industry-wide standardization of ethical AI governance frameworks must 

be established with an emphasis on responsible AI practices aimed at enabling 

sustainable workforce skillsets. 

5. Conclusions 

Both transformational potential and ethical challenges are presented by the 

emergence of AI-enhanced educational activities, especially with regard to 

workforce transitions, fairness in AI applications, and global regulatory alignment. 

This study examined the crucial relationship between AI, employment, and 
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corporate responsibility, highlighting the necessity of formal ethical frameworks to 

prevent widespread job loss. Creating and implementing these frameworks is 

crucial to guaranteeing equity in job changes, especially in settings including 

professional training and education. AI-driven reskilling initiatives and fair job 

transition plans that assist displaced workers require cooperation between 

organizations and legislators. 

Proactive steps must be taken to reduce biases in automated grading, 

admissions, and employment placements in order to promote inclusivity and 

fairness in AI-powered education. Transparency in AI decision-making, thorough 

bias audits, and the incorporation of diverse datasets that represent a range of 

socioeconomic and cultural backgrounds are all necessary to allay these worries. In 

order to prevent biased consequences and guarantee that AI functions as an 

augmentative rather than a deterministic instrument in influencing students' 

academic and professional prospects, equitable AI integration in education should 

place a higher priority on human monitoring. 

Furthermore, developing uniform ethical and employability-grade 

standards for AI-driven educational interaction requires harmonizing global 

regulatory measures. Regulators can guarantee fair access to AI-enabled learning 

materials and lessen the inequities brought on by unequal access to technology by 

promoting international cooperation. By establishing international standards, 

organizations and businesses will be better able to maintain ethical responsibility 

and make sure AI's use in education helps prepare the workforce without 

widening socioeconomic gaps. 

In the end, integrating AI in education and the workplace responsibly 

requires striking a balance between responsibility and creativity. To guarantee that 

AI is a tool for empowerment rather than exclusion in the developing digital 

economy, policymakers, educators, and corporate stakeholders must work together 

to create laws that protect employment opportunities, advance justice, and preserve 

ethical standards. 

6. Suggested solutions for AI challenges 

• Principled AI Design: Establishing ethical frameworks during designing 

AI and continuous assessment of AI behavior for compliance with the 

established standards. 

• Robust Education and Reskilling Pipeline: Widespread, large-scale 

training programs for AI skills for the future workforce. 

• Cooperative Regulatory Actions: Enactment of global policies governing 

AI that must coincide with updates to employment and educational policies. 

Learn about transparent AI practices: Promoting open-source AI 

developments and explainable AI models to enhance trust and inclusivity in 
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educational activities. 
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